FUTURE-PROOFING ROBOTICS: LIMITING MANUFACTURER LIABILITY FROM AUTONOMOUS PROCESSES

Ryan Whittington

I. INTRODUCTION

The law of torts is not concerned with perfection. Humans are fallible and tort law serves as a reflection of humanity’s shortcomings. While tort law does not require perfection, it does require that individuals do their part to avoid harming one another. As such, individuals are expected to comport themselves in a reasonable manner and avoid causing harms which are reasonably foreseeable. The robotics industry may challenge some of the premises underlying the law of torts.

The ever-growing presence of sophisticated robots in the stream of commerce presents a number of challenges to our existing, human-centric approach to tort law. First, the growing prevalence of robots in the field will offload a substantial share of risk from consumers onto producers. Second, the concept of emergence (or autonomy), defined as “unpredictably useful behavior” exhibited by robots,\(^1\) sits in tension with tort law principles like foreseeability and control.

In light of such tension, lawmakers may need to create a new framework for assigning liability. Looking forward, we must ask whether our existing tort framework is sufficient to meet the challenges of the future. In other words, we must ask whether or not sophisticated robots should be treated as exceptional under the law. Ultimately, society’s desire for innovation and the continued development of the robotics industry may necessitate the establishment of a framework that shifts liability away the manufacturers of emergent robots.

II. ASSIGNING LIABILITY IN A ROBOTIC FUTURE

The ever-increasing introduction of robots into the stream of commerce may dramatically alter the balance of liability between consumers and producers. As a threshold matter, rather than dedicate significant space to developing a precise definition for the term “robot,” this paper will rely on Ryan Calo’s definition. Robots
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can be defined as “artificial objects or systems that sense, process, and act upon the world” and have three “essential qualities—embodiment, emergence, and social valence.”

Though we are far removed from the point in which robots match the generalized depth and complexity of human intelligence, robots are poised to outmatch humans in a variety of discrete capacities. In a particularly high profile case, IBM’s Watson, a computer system that leverages natural language processing and machine learning to answer questions, was victorious in a game of Jeopardy against prodigious Jeopardy Champions Brad Rutter and Ken Jennings. Since the 2011 match, sophisticated machines have continued to make exceptional strides.

As robots become increasingly capable of accomplishing human tasks, there will almost certainly be pressure to put these machines into the field. Driven by an urge to promote public safety and reduce public harm, these machines will be put into the field. Take autonomous vehicles, for instance. Over 90% of automobile collisions result from human error. Given this figure, along with the staggering number of fatalities caused by automobile accidents each year, there will be immense pressure aimed at getting autonomous vehicles onto the road and human drivers off of the road. Robots will continue to exceed the capacity of humans in a growing number of fields and as a result, it will be a moral imperative to deploy these machines.

As more sophisticated robots are introduced into the stream of commerce and as more individuals offload labor onto these machines, the balance of risk between consumers and producers will dramatically change. Assigning risk in this commercial future will
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largely depend on the degree of control consumers manage to maintain over their machines. But as robots become more sophisticated and continue to substitute for human labor and control, the prevailing framework for assigning liability will be challenged.

Liability will be particularly difficult to assess in cases in which robots demonstrate “emergent” behavior. Emergence can be defined as the “unpredictably useful behavior” of robots. The development of emergent machines is “a clearly stated goal of robotics and artificial intelligence.” In emergent systems, robot producers are less concerned with training machines; rather than “designate every behavior with its own block of code, users can set goals and train the system to accomplish them.” Perhaps most significantly, emergent behavior can lead to the development of machine-created solutions that “no human would have come to on her own.”

In terms of product quality and innovation, emergence is undoubtedly important. However, the concept of emergence challenges existing methodology for assigning liability. Emergent behavior is inherently unpredictable; as stated above, programs demonstrating emergence are capable of coming up with solutions that no human would have come up with. This unpredictability sits uncomfortably in direct tension with applications of tort law that treat foreseeability and control as central precepts.

III. PRESERVING DYNAMISM IN A WORLD OF EMERGENT ROBOTS: SAFE HARBOR FOR MANUFACTURERS?

The prospect of emergent robots places manufacturers and designers at risk. Given the unpredictability inherent to emergent processes, manufacturers may not be able to reasonably foresee the risks of harm associated with emergent behavior. Moving forward, lawmakers should assess the relationship between legal risk and commercial development and determine whether or not our current approach to liability is sufficient to meet the challenges of the future. Lawmakers must ask whether the often unforeseeable legal risks associated with emergent robots should be borne entirely by producers. In light of such risks, lawmakers should consider extending safe harbor protections to robot manufacturers, effectively shielding these producers from liability in cases in which sophisticated robots cause harm as a result of emergent processes.
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In doing so, lawmakers should look to the early development of cyber law and the example of Section 230 of the Communications Decency Act as a possible template.

A. Lessons from Cyberlaw:

The question posed to lawmakers now is similar to the question undergirding much of tort law: How do we balance our desire to minimize harm without overburdening the productivity of society? Lawmakers had to answer such a question in the 1990s in response to another emerging technology. In 1996, Congress passed the Communications Decency Act (CDA). While many provisions were ultimately struck down as unconstitutional, Section 230 of the bill remains as a vital foundation of internet law.\(^\text{13}\)

Section 230 applies to “interactive computer services” and offers these services legal protections in the face of legal uncertainty.\(^\text{14}\) The first prong holds that no provider of an “interactive computer service shall be treated as the publisher or speaker of any information provided by another information content provider”; the second prong holds that interactive services will not be held liable for “any action voluntarily taken in good faith to restrict access” to content.\(^\text{15}\) In the words of Section 230’s original sponsor in the House of Representatives, now-Senator Ron Wyden, the two prongs of Section 230 can be thought of as a “shield and a sword.”\(^\text{16}\) The law “shields” platforms from vicarious liability stemming from the conduct of their third party users. The law grants platforms a “sword” in the sense that it grants platforms with the ability to take moderation actions without being deemed a publisher.

The text of Section 230 sheds light upon the purpose of the statute. One of the major purposes was to promote free expression. The law states specifically that “a forum for a true diversity of political discourse, unique opportunities for cultural development, and myriad avenues for intellectual activity.” In other words, Section 230 was concerned with the prospect of platforms burdening more speech than necessary. Absent Section 230 protection, platforms would likely over-policing their forums in an effort to minimize legal risk. But in addition to the legislation’s free speech
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aims, Section 230 explicitly seeks to protect online platforms from liability with the intention of promoting the commercial development of the internet. According to Section 230’s text, the legislation is designed to “promote the continued development of the Internet,” “preserve the vibrant and competitive free market,” and ensure the Internet remains “unfettered by Federal or State regulation.”\(^\text{17}\)

Though online platforms are different from emergent robots in a significant number of ways, the robotics industry has a similar set of considerations. Like the platform economy absent Section 230, robotics manufacturers are subjected to an unpredictable legal environment that has the potential to hinder commercial development.\(^\text{18}\) Regarding platforms, Congress sought to address the problem of unpredictability in order to promote the cause of commercial viability.\(^\text{19}\) In other words, prior to the passage of Section 230, Congress had failed to create a public policy environment in which online platforms and other intermediaries could really flourish on the internet.

Similarly, today and in the future, manufacturing emergent robots will effectively open manufacturers up to unreasonable and unforeseeable legal risks.\(^\text{20}\) Firms will likely take such legal risk to heart. If legal risks associated with the unpredictability of robots are not addressed through public policy, there is a possibility that the commercial development of the robotics industry may falter. One way to address the legal risks associated with unpredictability would be to take inspiration from Section 230 and create public policy that effectively grants safe harbor to the manufacturers, designers, and developers of emergent robots.

What would such a policy look like? Such a policy should effectively port over applicable language from Section 230. While the law’s provisions dealing with content moderation do not meaningfully port over between industries, 47 U.S.C. § 230(c)(1) can be applied to the field of robotics with a couple of modest changes. This subsection outlines the extent of protection extended to online platforms: “No provider or user of an interactive computer service shall be treated as the publisher or speaker of any
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information provided by another information content provider.” This language could easily be modified in a new piece of legislation to reflect the reality of the robotics industry. By replacing “interactive computer services” with “manufacturers of robotic machines demonstrating emergent properties,” Congress could create a statutory framework that promotes commercial innovation and provides certainty to manufacturers that their creations won’t expose them to unreasonable legal risk.

B. Differences in Harm—Comparing Physical and Cyber Spaces

The benefits of safe harbor for robot manufacturers are clear. Extending Section 230-style safe harbor provisions to producers would ensure that manufacturers can be held liable only for foreseeable harms. While a Section 230-style approach to emergent robots might grant manufacturers, designers, and developers the breathing room necessary to usher in future innovations, there are a handful of significant consequences that might stem from such a policy:

First, analogizing between online intermediaries may be futile given the corresponding scopes of harm. Commercially, there are number of legal risks associated with operating internet platforms and creating autonomous robots. However, the scope of harm between these two types of operations is ordinarily different. The risks associated with operating a platform are largely non-physical. Emergent robots, however, must deal with the added complexities of “embodiment.” Robots are “embodied” in the sense that they are “sensing, navigating, and acting upon the world…which generally requires a physical presence.” Because of this embodiment, emergent robots are distinct from software and online applications in the sense that the ability to interact with the physical world often “translates, in turn, to the potential to physically harm people or property.” Given that harm in physical space often manifests as bodily harm or property damage while harm in cyberspace often manifests as dignitary harms like defamation these worlds may simply be too different to compare.

But while the physicality of harm stemming from emergent robots may be a considerable distinction between emergent robots and online platforms, the presence of physical harm alone should not be sufficient to rule out applying Section 230 principles to the
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field of robotics. In fact, Section 230 has been interpreted to apply to certain physical harms as well. For instance, In Inman v. Technicolor USA, Inc., a plaintiff contracted mercury poisoning after purchasing vacuum tubes from a third party seller on eBay. In this case, eBay was found to be immune from liability under Section 230. Additionally, the case of Doe v. MySpace, Inc., is instructive. In MySpace, an individual assaulted a minor that he met on the MySpace social media platform. Following the incident, the victim brought a negligence suit against MySpace. The Fifth Circuit ultimately ruled that the platform was, indeed, protected from liability by Section 230. The physical harms resulting from the two causes of action were not deemed reasonably foreseeable. Though the harms generated by robots are more likely to be physical in nature, the mere existence of physical harm alone is not sufficient to challenge the comparison between platforms and robots.

C. Where, If Anywhere, Should Liability Exist?

A second potential consequence of tailoring safe harbor protections for the manufacturers of emergent robots is that such an arrangement might deprive individuals that suffer harm of the opportunity to seek remediation through the law of torts. In certain cases, the emergent behavior or the creative conduct of a machine or program may be so unforeseeable that it would not make sense to hold producers liable. Safe harbor protection would effectively codify this immunity from liability. But if individuals that have suffered harm at the hands of autonomous processes are not able to file suit against manufacturers, designers, or developers, then who may they challenge? Given tort law’s interest in compensating the victims of harm, it is critical that we take this question seriously.

The answer that would be most satisfactory to plaintiffs is, unfortunately, will not likely be viable in the near future. The most efficient outcome would be to protect producers from the actions of programs outside the realm of foreseeable and offload this risk onto the agent responsible for actually causing the harm. Unfortunately, in such cases, the responsible agent would be a non-sentient robot. Given that robots generally do not have money or a way to make victims whole, the idea of assigning liability to non-sentient robots is likely a non-starter. Inability to assign liability to the autonomous machines that generate harm, however, does not
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mean manufacturers should be required to bear the burden of unforeseeable outcomes.

Even if individuals cannot successfully bring suits against either unruly robots or their manufacturers, victims may still be able to successfully bring cases against individuals that place robots into the field and maintain control over the products. In other words, victims can seek damages from individuals under no-fault tort doctrines rooted in the control of an agent. Presumably in many cases, robots effectively act as agents of the individuals who place them in the field. The doctrine of respondeat superior is based on the idea that “fairness requires that an employer, who benefits from being able to control an employee’s conduct in the pursuit of the employer’s business, be liable for the torts committed by the employee.” This doctrine could be revised to instead reflect the owner-robot relationship, in which a human individual is the beneficiary of the robot’s labor. Additionally, tort doctrines governing human control over children and animals could provide victims with alternative avenues for remediation. While these doctrinal approaches to vicarious liability may provide victims avenues to seek damages, admittedly, none of these doctrines is a perfect fit. Though it will be difficult to assign liability when robots cause harm through their emergent properties, we should nonetheless avoid offloading all risk from emergence onto robot manufacturers.

Section 230 has ushered in similarly vexing questions pertaining to the assignment of liability. The architecture of the Internet makes it particularly difficult to identify and authenticate users’ identities. As such, the Internet has a tendency towards anonymity. This can make it incredibly difficult for victims to seek damages when they believe they have been the victim of tortious conduct. In cases in which an individual has been defamed or otherwise harmed by an anonymous user online, the victim effectively has no means of seeking damages. Internet services that provide platforms to anonymous users are shielded from liability under Section 230 and, because the Internet makes anonymity easy, the perpetrator of the harm will likely be unknown.
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As a closing note, it should be noted that the creation of tailored safe harbor protections does not mean that firms will inevitably shirk the task of mitigating all harm. In the world of Section 230, regardless of liability protections, platforms have an incentive to police content on their platforms. While Section 230 grants platforms a strong affirmative defense against certain claims, Section 230 defenses often fail and legal challenges still require platforms to engage in lengthy and expensive litigation. This will also be the case with emergent robots. Even if safe harbor protections are extended to protect manufacturers, such protections will only apply when machines act beyond their foreseeable protocols. Further, litigation pertaining to robotic emergence will be complex and expensive. Manufacturers of robots have incentives to reduce harm wherever possible.

IV. CONCLUSION

Though there are substantial differences between the platform economy and emergent robots, the industries have some critical similarities. For one, both robots and information platforms are operating in spaces that carry substantial legal risks absent statutory protection. Because people are often careless, ignorant, and mendacious, it is inherently risky to operate a platform that invites third party users to participate. Similarly, it is inherently risky to create machines that will act in an inherently unforeseeable manner.

But despite the risks of harm associated with both industries, there are substantial reasons to support extending protection from liability. Both the commercial internet and the field of robotics are vital industries and policymakers should endeavor to develop a
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policy framework that encourages continued innovation in these spaces. Section 230 helped ensure that the open internet could be a viable commercial enterprise. Since the law’s introduction, the Internet has proven to be a transformative technology. In looking to the future, lawmakers should create a legal framework around robotics that ensures the robotics industry is able to meaningfully develop. By protecting manufacturers from the legal risks associated with unforeseeable harms, lawmakers can prepare the robotics industry for the future.