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I. INTRODUCTION

Social media dramatically changed the world. In 2000, the interconnected world was a far-off dream. Since then, society has rushed to adopt new technology with little consideration to potential harms. Teens spend hours on social media; their smartphones are essentially an extra limb. As social media usage has increased, so have mental health issues.¹ Teen girls that spend more than five hours per day on social media have a 66% increase in the risk for suicide-related outcomes than peers spending only one hour on social media.² For each hour spent on social media, depressive symptoms increase.³ Active social media users’ biological and psychological symptoms are similar to drug and alcohol addicts.⁴

Social media was designed to hold users’ attention and keep them scrolling.⁵ As the architects of social media platforms, coders do an exceptional job of capturing users’ attention. They tap into the
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brain’s dopamine pathways through behavioral science. Social media platforms are designed to make the experience seamless.

This paper explores social media’s power to persuade, its ability to release dopamine, and its harms to children. First, the paper briefly discusses how algorithms work and their complexity. Second, it delves into persuasive technology, understanding what it is and how it works, as well as the motivations of the coders designing the platforms. Third, the paper explains dopamine’s role in the brain, why it is associated with addictions, how social media releases it, and the vulnerability of adolescents due to their rapid brain development. Fourth, concerns about social media from parents, legislators, and high-ranking or former digital company employees are discussed. Fifth, future recommendations are given to help social media companies gain back trust and to help consumers avoid the harms.

II. THE MECHANICS: HOW ALGORITHMS WORK

Algorithms are a set of step-by-step instructions to solve a problem. A coder creates an algorithm to solve a specific problem and a computer executes the program. Algorithms can be as simple as the “COUNTIF” formula in Excel, searching for a specific criterion in a set range, or as complicated as a neural network mimicking the human brain.

“A neural network attempts to mimic the way a human brain approaches problems and uses layers of interconnected units to learn and infer relationships based on observed data.” As data changes, these networks learn from it and adjust.

Social media algorithms are the complicated kind. The algorithms use data gathered from users’ interactions to tailor content toward specific users. Posts are prioritized depending on the likelihood the user will want to see it. These types of
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algorithms determine the posts users see on Facebook, the suggested content on Netflix, and TikTok’s curated “For You” page.

People are heavily influenced by others.\textsuperscript{15} Algorithms are beginning to fill that influential role in places where human preferences are a source of business.\textsuperscript{16} Algorithms help save time and have made the world more efficient. However, there is a dark side that is overlooked when new technologies are being released. The impact of algorithmic decisions on what users want to see can breed depression, anxiety, staunch political ideologies, and more.\textsuperscript{17} Like cigarettes, which were all the rage in the past before the cancerous effects were discovered, social media is also heavily used. It is critical to study its impact on people – especially children.

III. \textbf{PERSUASIVE TECHNOLOGY}

\textit{a. What is Persuasive Technology?}

Persuasive technology is “created specifically to change its users’ opinions, attitudes, or behaviors to meet its goals.”\textsuperscript{18} When designing social media platforms, digital companies consider people’s motivations, their ability to access content, and triggers to keep users coming back.\textsuperscript{19} The more data a digital company collects, the more persuasive they can be. Data helps them find the right method to hook users in.\textsuperscript{20}

Stanford professor B.J. Fogg, Ph.D. is the father of persuasive technology and the founder and director of Stanford’s Persuasive Technology Lab, now renamed the Behavior Design Lab.\textsuperscript{21} He developed the study of “captology,” which focuses on

\begin{flushleft}
\textsuperscript{16} Id.
\textsuperscript{19} Id.
\textsuperscript{20} Id.
\end{flushleft}
computers as persuasive technologies.\textsuperscript{22} Some of his former students have worked at Instagram and Google.\textsuperscript{23}

In its best form, persuasive technology can be used for good – to learn a language, to do physical therapy at home, or to meditate. Despite the benefits, Dr. Fogg has long warned that “persuasive technologies can also serve ignoble purposes.”\textsuperscript{24} He has continually discussed the ethical implications of these technologies and even warned the Federal Trade Commission in 2006 of the issues persuasive technology could pose.\textsuperscript{25}

When digital platforms are offered to users for free, the user becomes the product.\textsuperscript{26} Digital companies depend on advertising revenue.\textsuperscript{27} Users are the product that digital companies peddle to advertisers. In these situations, companies are less likely to protect the user and more likely to exploit their vulnerabilities.

To keep users scrolling, coders make intentional decisions about when digital platforms show notifications, withhold likes, and suggest videos and articles.\textsuperscript{28} Persuasive technology harnesses psychology and behavioral science to capture users’ attention.\textsuperscript{29}

Unlike radio and television, the digital world is interactive. “Persuasion techniques are most effective when they are interactive, when persuaders adjust their influence tactics as the situation evolves.”\textsuperscript{30} Skilled salespeople tailor their pitch to consumers’ needs, wants, and motivations.\textsuperscript{31} However, they have limited information. Digital companies, on the other hand, are collecting mountains of data on their users.\textsuperscript{32} The systems they have set up use
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the data (regarding demographics, likes, dislikes, health, habits, and politics) to tailor content to keep users engaged.³³

Artificial Intelligence drives social media companies; each personalized newsfeed, video suggestion, and notification is persuasive technology. TikTok became popular because its algorithms are incredibly persuasive.³⁴ These digital companies essentially have persuasion profiles that know what persuasion strategies work for each user.³⁵ Unlike traditional media, it is less clear on digital platforms when a user is being persuaded.

b. Coders’ Goals

Coders are the architects of persuasive algorithms. Each choice they make affects the platform and its users. It is important to understand the motivations behind their decisions. Coders at digital companies are driven to compete.³⁶ Like a horse with blinders, “[i]f a senior person gives a directive, say[ing] increase reach, then that’s what [coders] design for without necessarily thinking about the consequences of doing that.”³⁷ There are three goals coders focus on: maximizing time spent on the platform, maximizing reach of the platform, and maximizing activity and interactions on the platform.³⁸ Financial success is at the heart of these goals – the more users on the social media platform, the more product the company sells to advertisers. More advertisers equals more company profit. “The digital landscape, then, has become situated in an ‘economy’ where time and attention are the currencies.”³⁹

To draw users in, coders have created push notifications and endless scrolling feeds. They “tap into a user’s underlying motivations, make the experience as seamless as possible and provide regular prompts or triggers to build . . . habits.”⁴⁰ Persuading and shaping users’ preferences is accomplished through content delivery, the limitations built into the platform’s architecture, the
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wording used, the colors and aesthetic look, and the rules behind what content is viewed by each user.\footnote{Pathways: How Digital Design Puts Children at Risk, supra note 5, at 25-26.}

Coders want to “engage users by making content more and more appealing, and reducing friction in consumption.”\footnote{Id. at 22.} Friction in a design is “anything that requires the user to work by clicking, tapping or having to think harder.”\footnote{Id. at 27.} A frictionless design removes the work.\footnote{Id.} Human users put in very little effort and are on the sidelines as passive consumers. “Humans take the path of least resistance by default, so [coders] can guide user behaviour by making an experience easier, more frictionless.”\footnote{Id.}

Instantaneous communication is a blessing and a curse. Connecting with others has never been as fast. News, messages, and comments can be shared globally in seconds. However, this benefit comes at a cost; social media companies treat human users as resources that have extractable value.

IV. Dopamine

Digital companies know what persuasion strategies keep users scrolling, clicking, and engaging on their platforms. Why should users care? Chamath Palihapitiya, the former Vice President of User Growth at Facebook said, “I feel tremendous guilt . . . . The short-term, dopamine-driven feedback loops that we have created are destroying how society works.”\footnote{Stanford Graduate School of Business, Founder and CEO Social Capital, on Money as an Instrument of Change, YouTube (Nov. 13, 2017), https://youtu.be/PMotykw0S1k.} Facebook’s first president Sean Parker noted, “The thought process that went into building these applications . . . was all about: ‘How do we consume as much of your time and conscious attention as possible?’ . . . . It’s a social-validation feedback loop...you’re exploiting a vulnerability in human psychology.”\footnote{Mike Allen, Sean Parker Unloads on Facebook: “God Only Knows What it’s Doing to our Children’s Brains”, Axios (Nov. 9, 2017), https://www.axios.com/sean-parker-unloads-on-facebook-god-only-knows-what-its-doing-to-our-childrens-brains-1513306792-f855e7b4-4e99-4d60-8d51-2775559c2671.html.} Parker added, “The inventors . . . understood this consciously. And we did it anyway.”\footnote{Id.} Exploiting human vulnerabilities is an ethical issue.


**a. UNDERSTANDING DOPAMINE**

When digital companies use persuasive technology to harness behavioral science, they tap into the brains’ dopamine pathways. “Dopamine is [a] reward neurotransmitter, and . . . the main chemical involved in addiction.”

In natural amounts, its release rewards humans for beneficial behaviors and motivates repetition of those behaviors. Dopamine is released when people eat delicious food, exercise, or have good social interactions.

There are three dopamine “reward pathways” in the brain. They are activated both when experiencing or anticipating a reward. When dopamine is released, whether it is from food or an illegal drug, the levels reach a peak, and then they drop. Instead of dropping back to the individual’s baseline level, the level dips below it. “This transient dopamine mini-deficit state is what motivates us to seek out reward.” The deficit causes cravings and the need for more dopamine. “Repeated exposure to the same or similar stimuli ultimately creates a chronic dopamine-deficit state, wherein we’re less able to experience pleasure.”

**b. ADDICTION RESETS DOPAMINE PATHWAYS**

“[A]ddiction involves a hijacking of the brain’s circuitry, a reprogramming of the reward system, and lasting, sometimes permanent, brain changes.” It is a “compulsive consumption of a substance or behavior” even if it causes harm. “Dopamine is used to measure the addictive potential of any behavior or drug.” The more dopamine released “and the faster it is release[d], the more
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addictive the drug.”61 Human bodies self-regulate to maintain equilibrium.62 The same pathways in the body that regulate reward overlap with areas regulating pain.63 Reward and pain are balanced like a seesaw.64 Dopamine is released and the balance tilts toward reward.65 Self-regulating mechanisms restore equilibrium, but then the balance tips “an equal and opposite amount to the side of pain.”66 This is why people have hangovers and “after-reactions.”67

In heavy, prolonged use of high-dopamine substances, users end up with a dopamine deficit.68 Their bodies decrease dopamine receptors and the release of dopamine.69 Natural rewards stop being pleasurable because of this decreased sensitivity.70

c. SOCIAL MEDIA RELEASES DOPAMINE IN THE BRAIN

“Although not as intense as a hit of cocaine, positive social stimuli will similarly result in a release of dopamine.”71 Social media platforms offer a constant and unlimited supply of social stimuli.72 “Every spare second is an opportunity to be stimulated.”73 Notifications, likes, and personalized content all activate the dopamine pathways in the brain.74

TikTok specifically tailors personalized videos for each user.75 Personalization factors include how long and how many times a user watched a video, what videos users liked or shared, accounts users follow, the user’s content and comments on posts, the interest categories chosen when the user signed up for TikTok,
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a user choosing “not interested,” the language preference, the user’s country, and the type of device being used. Greater weight is given to certain factors and “[c]ontent is continually refined more and more towards what [the user is] most likely to engage with, amplifying what captures [the user’s] attention the most.” Originally the maximum length of a TikTok video was sixty-seconds, then it was changed to three minutes, and now, TikTok users can post ten-minute videos.

A recent study in China looked at TikTok and brain activation. Two different dopamine areas were activated. Personalized videos tailored to the user activated one pathway, and short videos, regardless of personalization, activated the other. While TikTok has been increasing the maximum video length, competitors like Instagram, Snapchat, and YouTube have been “chasing shorter videos” capped at one minute. “Nearly 50 percent of users surveyed by TikTok said videos longer than a minute long were stressful; a third of users watched videos online at double speed.”

Platform design affects users.

More studies need to be conducted on how much dopamine is being released by these social media interactions. However, it is clear social media platforms can more consistently release dopamine in the brain than natural, nondigital interactions. “The results of neurological and psychiatric tests on social media users show that similar biological and psychological symptoms of alcohol, cigarette and drug addicts are seen in active social media users.”

Digital companies “deliberately leverage our deepest vulnerabilities by promoting compulsive behavior that compromises our autonomy and well-being.” To do this, they (1) make the trivial seem urgent, (2) encourage users to keep seeking dopamine, (3) force users to multitask, (4) weaponize fear and anxiety, (5)
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encourage constant social comparison, and (6) tell users what they want to hear.\textsuperscript{86}

First, human attention is limited, which makes it a valuable resource.\textsuperscript{87} Digital companies have seconds to capture users’ attention. In a world of endless stimuli, the brain categorizes important and unimportant information.\textsuperscript{88} To prod users to focus on social media, digital companies make the trivial, like Facebook or TikTok notifications, seem urgent.\textsuperscript{89} The use of red dots, vibrations, and other notification techniques trigger the brain to release dopamine and believe there is an important opportunity or a threat.\textsuperscript{90}

Second, social media is designed to encourage users to seek dopamine.\textsuperscript{91} Social media releases dopamine, but after the spike, dopamine levels fall below the user’s normal baseline.\textsuperscript{92} The user craves more dopamine.\textsuperscript{93} This leads to endless scrolling and mindless consumption to receive dopamine. Social media engagement and time spent on the digital platforms rise.

A third way social media hijacks the brain is through multitasking.\textsuperscript{94} Social media users quickly switch between posts, videos, and comments. “Multitasking creates a dopamine-addiction feedback loop, effectively rewarding the brain for losing focus and for constantly searching for external stimulation.”\textsuperscript{95} The National Academy of Sciences stated that “media multitasking among youth is associated with poorer memory, increased impulsivity, and changes in brain function.”\textsuperscript{96}

Fourth, social media companies weaponize fear and anxiety.\textsuperscript{97} Human brains process negative information faster than positive.\textsuperscript{98} From an evolutionary perspective, it was more important for humans to process a crouching lion lying in wait than to process
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a beautiful flower. “[S]ocial media content generating fear, anger, and disgust spreads much faster than positive content.”

Fifth, social media encourages constant social comparison.\(^{100}\) Comparison can push humans to grow and be better; however, it can also lead to emotions like “envy, shame, anxiety, or conceit.”\(^{101}\) Social media floods newsfeeds with perfect images of idealized life. The small snapshots of perfection ignore the messy, real-life moments. “Influencers establish standards of excellence and we tether our self-image to those ideals.”\(^{102}\) Likes on posts are rewarding users with dopamine and lead them to curate their content to what their followers desire to see. Users are continually comparing themselves to more followed users or more “liked” content. “This is a recipe for compulsive comparison, self-doubt, and egocentric melodrama.”\(^{103}\)

Sixth, digital companies know users’ preferences and create online echo chambers.\(^{104}\) This can lead to polarization and people believing completely “different versions of reality.”\(^{105}\) A study of YouTube from 2020 found that the website “rarely suggests videos that might feature conspiracy theories, extreme bigotry or quack science to people who have shown little interest in such material.”\(^{106}\) The video recommendations confirm people’s narratives. Exposure to fake news “can increase later belief in that headline . . . scrolling through social media feeds laden with emotionally provocative content has the power to change the way we see the world and make political decisions.”\(^{107}\) When the brain encounters novel information, dopamine increases.\(^{108}\) “[E]motionally provocative information stands a stronger chance of lingering in our minds and being incorporated into long-term memory banks.”\(^{109}\) Instead of
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showing users differing views, social media encourages people to become more entrenched in their ideology.

Yet, according to Scientific American, the echo chambers are not the main issue. “[B]iased influencers have a disproportionate impact on their community – enabling small rumors and suppositions to become amplified into widespread misconceptions and false beliefs.”110 They conclude it is the influencers, not the echo chambers, causing issues.

Digital companies use these six vulnerabilities to keep users on their platforms. Unethical use can look like “[u]ser interactions with the product morph[ing] into data collection, manipulative product pushing, and fostering a dependency that is closer to drug addiction than to healthy business practices.”111 Digital businesses exploit users when they value their profits above all else. When this occurs, users become marionette dolls and businesses manipulate their strings.

d. CHILDREN ARE ESPECIALLY VULNERABLE

“I’m fighting against an unseen enemy, which are people on the other side of the screen that are putting videos out there and [my daughter’s] reading these comments that people are posting.”112 While speaking with a senior clinical psychologist at the Child Mind Institute, Nate Burleson, co-host of “CBS Mornings,” discussed social media causing his daughter to question her beauty and worth.

American youth spend between five to seven-and-a-half hours per day on media-related activities.113 For “digital natives,” their world is “media-saturated” with smart devices like phones and tablets giving them instantaneous online access.114 They are constantly connected, and their phone is an integral part of their social life. “This is where they monitor their peer status, check

peers’ feedback, rejection and acceptance messages, and encounter peers as (idealized) images on screens.”

“Starting around age 10, children’s brains undergo a fundamental shift that spurs them to seek social rewards, including attention and approval from their peers.” Adolescent brains are mainly doing two things. First, “white matter connections increase, allowing for more successful communication between different areas of the brain.” Second, synaptic pruning occurs, which allows teens and young adults to specialize and find their passion by using what interests them and losing the information that does not.

“Brain regions involved in many social aspects of life are undergoing such extensive changes during adolescence, it is likely that social influences . . . are particularly potent at this age in coalescence with their media use.” Social media gives users the ability to deliver or withhold social rewards from other users. “Adolescents in particular appear to be guided by their emotions in how they use and process media.” Their emotions can blur the lines of reality.

During this pivotal time of learning, dopamine levels are high allowing for reinforcement of positive responses. Youth are “extra sensitive to attention and admiration from others” due to additional oxytocin and dopamine receptors being created. These receptors are located in the ventral striatum and receive “a dopamine and oxytocin rush whenever [people] experience social rewards.” A rush of dopamine “reinforces cravings for something enjoyable, whether it’s a tasty meal, a drug or a funny TikTok video.”

“All addictive drugs increase the release of dopamine in the brain.” Addiction is associated with the release of dopamine
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and reprograms the dopamine reward pathways. “When a person experiences a positive, pleasurable outcome from an action or event, the release of dopamine and other chemicals alters the brain circuitry, providing tools and encouragement to repeat the event.”

The brain is adaptive and over time, as actions are repeated, the brain changes itself. Activities with less dopamine release become less pleasurable and can lead people to focus more on the higher-releasing dopamine activities instead.

TikTok and other social media use the brain circuitry, specifically dopamine bursts, to keep children online and scrolling. As they adapt to the constant flow of content, it’s harder for adolescents’ brains to adapt to slower-moving activities (like reading, homework, or even watching a movie). In contrast, adults do not rely on peer feedback as much as youth and the area of their brain responsible for regulating “emotional responses to social rewards” is typically more mature.

Why is this an issue? The real world moves much slower than the online world. To solve problems or read, children use directed attention. It “inhibit[s] distractions and sustain[s] attention . . . . It requires higher-order skills like planning and prioritizing.” Platforms like TikTok do not require directed attention. As children’s brains adapt to the constant flow of content and dopamine release, it is harder for their brains to “adapt to a nondigital activity where things don’t move quite as fast.”

Biochemically, high levels of dopamine can cause anxiety, while low levels can cause depression. With social media, there is an ever-present dopamine-loop affecting teens. Teens’ brains are not fully developed, and unlike adults, they have less self-control. Even when they realize a digital platform makes them feel bad, they
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lack the self-control to put it down. Social media’s dopamine-driven feedback loops keep teens scrolling, clicking, and engaging with content.

Despite many families seeing the effects of the digital world on their children, there are only a few studies looking at social media’s effects on the brain. However, the statistics are concerning.

- For teen girls, those who spend more than five hours per day on social media have a 66% increase in the risk of suicide-related outcomes than their peers that only spend one hour per day on social media.

- Between 2010-2017, depressive symptoms rose 65% for teen girls between 13-18 years old. In 2011, only 23% of teens owned smartphones. As of 2019, 84% of teens have smartphones and 53% own smartphones by the time they are 11-years-old.

- “For every hour spent using social media, teens show a 2% increase in depressive symptoms.”

- “Children under age 14 spend nearly twice as long with tech devices (3 hours and 18 minutes per day) as they do in conversation with their families (1 hour and 43 minutes per day).”

- Social media has stronger associations with mental health problems than playing video games or watching television. “[H]armful effects usually only becom[e] visible for heavy users (and for moderate users in some
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cases).”\textsuperscript{146} “There [was] little evidence of harm for light daily usage.”\textsuperscript{147}

The Wall Street Journal did an exposé on “The Facebook Files.”\textsuperscript{148} The internal documents reveal Facebook’s “own in-depth research shows a significant teen mental-health issue that Facebook plays down in public.”\textsuperscript{149} Currently, teens spend more time on Instagram than Facebook.\textsuperscript{150} Facebook, Inc., now renamed Meta, is the parent company of Instagram. “[A]bout 22 million teens log onto Instagram in the U.S. each day.”\textsuperscript{151} In Facebook’s own studies, “[a]mong teens who reported suicidal thoughts, 13% of British users and 6% of American users traced the desire to kill themselves to Instagram.”\textsuperscript{152} Many teens “blame Instagram for increases in the rate of anxiety and depression.”\textsuperscript{153} Other than bad press and congressional hearings, there is no recourse for affected teens.

\section*{V. \textbf{WHO IS CONCERNED?}}

Teachers, parents, and some former tech employees are concerned about social media. Each of the past three years, Congress held hearings about persuasive technology.\textsuperscript{154} Five federal bills have been introduced to protect children online.\textsuperscript{155}

The KIDS Online Safety Act [“the Act”] is the most recent bipartisan bill.\textsuperscript{156} The Act was introduced in February 2022 and referred to the Senate Committee on Commerce, Science, and Transportation.\textsuperscript{157} Its goal is to provide families “with tools,
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safeguards, and transparency” to protect their children online.\textsuperscript{158} If passed, the bill would create a duty of care for children sixteen and under who use social media platforms. This duty requires platforms to “act in the best interests of minors” using the platform and work to mitigate and prevent specific harms like self-harm, eating disorders, and more.\textsuperscript{159} The Federal Trade Commission and state Attorneys General would be responsible for enforcement.

In addition to creating a duty of care, the Act requires “social media platforms [to] provide minors with options to protect their information, disable addictive product features and opt out of the algorithmic recommendations.”\textsuperscript{160} Other aspects include an annual independent audit of the platform to assess risk to minors, more parental control over social media use, and an explanation for minors of how the algorithmic recommendation system uses personal data.\textsuperscript{161}

Some privacy advocates are concerned that the Act is too “heavy-handed.”\textsuperscript{162} The non-profit Electronic Frontier Foundation, an organization focused on online civil liberties, is concerned with the Act. It would force data to be provided to researchers, have an age-verification system, and allow parental controls that could potentially block a large amount of content.\textsuperscript{163} They believe the duty of care and parental controls will lead to over-censorship. Additionally, the Act “would empower the Texas attorney general to define material that is harmful to children.”\textsuperscript{164} As the Act stands now, it could be applied very differently in states like New York and Texas.\textsuperscript{165}

Despite some advocates’ concerns, the Act is the best current way to make social media companies mitigate harms to adolescents. Congress may modify it before it is voted on to address privacy concerns. If the Act stalls, it will hurt social media companies more than help them. Parents see the effects digital platforms have on their
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children.\textsuperscript{166} If companies do nothing, parents could stop letting their children use social platforms.

Likely in response to congressional hearings and proposed legislation, YouTube, TikTok, Instagram, and Snapchat created break reminders, restricted modes filtering content, added time limits on push notifications, and more.\textsuperscript{167} These social media platforms are trying to protect minors’ privacy and make the platforms safer.\textsuperscript{168} TikTok requires a password once a time limit has been reached. Instagram pops up a break reminder, which is easily circumvented so the user can continue scrolling. These efforts are a step, but when Instagram simply “reminds” users to take a break without any other actions, they fall short. Instagram’s breaks are the equivalent of a cigarette company tapping a chain smoker on the shoulder mid-cigarette and reminding them to take a breath of fresh air. Clearly, more can be done.

“The Screentime Consultant,” “Wait Until 8th,” and the Center for Humane Technology were created to advocate for change. “The Screentime Consultant,” a business started by a former teacher, coaches parents, corporations, and schools to “find balance with screentime.”\textsuperscript{169} She notes there are benefits from the online world, but it “get[s] complicated when it comes to children, whose brains are very different from adult brains.”\textsuperscript{170} As a teacher, she saw firsthand students’ transition from life without social media to a culture relying on it.\textsuperscript{171} She advocates for being “tech-intentional” and finding a balance between no social media and too much.

Another advocacy group “Wait Until 8\textsuperscript{th}” encourages parents to “let kids be kids a little longer” and wait to have smart phones until eighth grade.\textsuperscript{172} “Smart phones are like slot machines in your children’s pocket constantly persuading them to crave more.”\textsuperscript{173} The

\textsuperscript{166} Children as young as fourteen are contemplating suicide because of the pressures of social media. One mother said, “It became really addictive [for her] – the sense that you always have to be on, and always have to be responding to someone in order to be seen or to exist.” Samantha Murphy Kelly, Parents of the Social Media Generation are Not Ok, CNN (Dec. 8 2021), https://www.cnn.com/2021/12/08/tech/social-media-parents/index.html.
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advocacy group notes multiple ways smartphones are difficult for children. They are (1) addicting, (2) distracting from academics, (3) altering children’s brains with excessive use, (4) impairing sleep, (5) interfering with relationships, (6) increasing the risk for anxiety and depression, (7) putting children at risk for cyber bullying, and (8) exposing them to sexual content. With this group, parents pledge to delay giving their children smartphones until 8th grade; however, the pledge is only effective if they can convince ten other families in their child’s grade at school to agree to pledge too. It is a clever way to rally parents together to help their children.

Some of the biggest names in technology restrict technology use in their own homes. In 2014, Steve Jobs noted that his home was “fairly tech-free” and technology was limited for his children. In 2017, Google’s CEO Sundar Pichai said that his middle school son did not own a cellphone and that TV was limited in his house. In 2019, YouTube’s CEO, Susan Wojcicki said that her children have self-control methods for their technology use. Snapchat’s co-founder, Evan Spiegel, limited his eight-year-old’s screen time to one-and-a-half hours per week. Apple’s CEO, Tim Cook said, “I don’t have a kid, but I have a nephew . . . . There are some things that I won’t allow; I don’t want them on a social network.” These digital executives intimately know the technology and restrict it in their families’ lives. If they are concerned enough to limit use, average people should consider doing so as well.

Tristan Harris, founder of the Center for Humane Technology and former Google design ethicist, is leading the charge as former technology employees blow the whistle on social media companies. These employees include the founding father of virtual reality, the former Senior Director of Product at Twitter, the former Head of User Experience at Mozilla, a former Operations Manager at Facebook, a former Experience Design Consultant at Google, the

---

174 Why Wait?, supra note 173.
177 Id.
178 Id.
179 Canela López, supra note 176.
180 Id.
former Director of Monetization at Facebook, the former Engineering Lead at Facebook, a former software engineer at Google, the former Senior Vice President of Engineering at Twitter, and the former Director of Corporate PR at Apple. These tech industry veterans are now advocating for humane technology, which recognizes that technology is not neutral, that the human brain is vulnerable, and that a cultural change must occur in technology product development. To do this, the market needs to reward humane technology and incentivize companies to shift their practices from viewing humans as extractable resources to viewing them for their inherent dignity and worth.

VI. RECOMMENDATIONS FOR SOCIAL MEDIA COMPANIES AND CONSUMERS

Because of the harms, especially to children, social media companies and consumers need to reevaluate social media’s role in daily life. By taking steps to protect children, social media platforms will build back goodwill and trust with their users. Consumers can learn to have a healthy, balanced relationship with social media.

a. SOCIAL MEDIA COMPANIES

Digital Companies need to empower users and support mental health. They should:

(1) Voluntarily implement aspects of the KIDS Online Safety Act like opting-out of the recommendation systems and addictive features of the platform, as well as independently auditing the risk of harm the platform poses to minors. Additional studies should be conducted on social media’s dopamine release and its potential harms to children.

(2) Work with child psychologists to create default boundaries on the platform. One example is time limits. After the time limit is reached, the user could be cut off from the platform or the platform could switch to grayscale making it less desirable. Some platforms are already considering creating a separate platform for younger users.

(3) Take the online course, Foundations of Humane Technology. The Center for Humane Technology currently offers a free course for technologists. It helps coders shift their perspective and change their behaviors when designing
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social media platforms.\textsuperscript{186} Hopefully this will help shift the
way platforms view users.

(4) Create similar boundaries for adults. A growing group of
people are concerned about how social media is changing
their brains due to dopamine feedback loops. Good faith
attempts by digital companies to combat this would create
goodwill and rebuild trust.

\textbf{b. SOCIAL MEDIA CONSUMERS}

Social media consumers need to create their own boundaries.
Waiting for change from large companies and Congress takes too
long. Consumers could:

(1) Participate in in-person activities without any screens.
Building in daily activities like going for a walk, playing
sports, drinking coffee with friends, and talking with family
is imperative. For youth, building relationships and learning
interpersonal skills happens best in the real world, not the
digital one.

(2) Limit time on social media platforms. Youth need
boundaries on social media. It is important to unplug, think,
and be bored. If a child constantly has a phone in their hand,
they never learn how to solve their boredom and do not need
to use their creativity.

(3) Model a healthy relationship with social media. Adults need
to model healthy behavior because children watch and learn
from the people around them. It is futile to set time limits
and advocate for a balanced relationship with social media if
a parent will not set the example.

(4) Consider a social media detox. The good news is that
dopamine pathways can be reset. Whether it is twenty-four
hours without social media or a week, unplugging will help
reset dopamine pathways in the brain.\textsuperscript{187} In cases where
someone is addicted to social media, they may need as long
as a month without social media.\textsuperscript{188} Once the pathway is
reset, natural rewards will be pleasurable again!

Users can put healthy boundaries in place to keep them from
overconsuming. Social media has many benefits, but society must
reevaluate social media’s place in daily life.
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VII. CONCLUSION

This research paper was undertaken to explore social media’s impact on vulnerable communities. Society has underestimated the impact these platforms have on mental health and brain development. Studies of vulnerable communities, like children, have lagged. Due to persuasive technology, the architects of digital platforms have developed addictive technologies in the pursuit of users’ attention. They use behavioral science to hijack the dopamine pathways and give bursts of dopamine to keep users engaged on the platform. While this is concerning for all users, it is most concerning for children. Children’s brains are not fully developed. Social media is resetting their dopamine pathways so that digital interactions are more pleasurable than non-digital interactions. Even when adolescents realize they feel worse on social media, they lack the self-control to stop the cycle of use.

Boundaries are the best way to protect children. Time limits from parents and social media companies, as well as transparency, would be beneficial. The KIDS Online Safety Act, or a modified version, would force these companies to reevaluate their effects on children. “A human being is worth more if they are addicted, narcissistic, outraged, polarized, and disinfomed than if they are a human being, and that’s the business model that is causing these outcomes.”\(^\text{189}\) This is unsustainable and harms society. Change needs to happen. Social media companies should strive to be a part of the change.